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How to calibrate LLM
confidence?




Against which ground truth?
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IPCC Guidelines to Authors on Confidence and
Uncertainty Communication (ARG6)

Evaluation and communication of degree of certainty in AR6 findings

4. Evaluate confidence based on — > 6. Evaluate likelihood

Likelinood Ranges

V.-

1. What evidence exists?

evidence and agreement
p Observations s
agreen igh agreement

imited evider Robust evidence
Experiments B

|5
@U Theory § Low agreement
‘ 2 Robust evidence
Statistics Evidence (type, amount, quality, consisiency) >
* o—— Statement of fact
2. Evaluate evidence Very high confidence
Type Quality High confidence
Quantity Consistency Medium confidence Likelihood Outcome probability
and scientific agreement o Virtually certain 99-100%
9 L Extremely likely 95-100%
v o—— Very low confidence Very likely 90-1 00:/"
3. Sufficient evidence and v (PR 1.
agreement to evaluate 5. Sufficient confidence and qugntltatlve or e ,’,fke,y asnof  33-65%
confidence? probabilistic evidence? Unlikely 0-33%
Very unlikely 0-10%

Extremely unlikely 0-5%
Exceptionally unlikely  0-1%
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Examples of assessments



“X is caused by climate change ( confidence)”
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ClimateX Dataset

IPCC Reports 8094 statements Test set Train set

AR6 WGI/II/I with confidence labels Manual clean up Automated clean up
e | Statement 300 statements 7794 statements
e L w Randomly selected (Remainder of the
T , <., Human expert labeled 8094 statements)

s i it RP” ({low|medium|high o o
| very high} Remove all citations Remove found citations
<%onfidence) <* et al., 207?7?> <* et al., 207?7?>
Label Expand all acronyms Expand 66 acronyms
In test set found in test set




Statement: “X is caused by climate change”
Confidence?
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ClimateX Benchmark

Select statement Large Language Model Prompt LLM Benchmark
with label masked (open source or API) to predict masked label on task accuracy
Statement w “You are a helpful
. . Classification
and knowledgeable
< >
- @ Gemini \ ciinate assistant by LLM
very high) g trained to assess...” VS
<<l.~:onfidence) - r. < S Human expert
actementc.:. sencence Conﬁdence
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Gemini Pro 1.0
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ClimateX Results | December 2024

Model Accuracy Slope Bias Parameters
LLM APIs

Google Gemini Pro 45.0% 0.0 0.285+0.000 0.230+£0.000 Unkown
OpenAl GPT-40 44.0% +1.1 0.350 £0.011  0.283 £0.007 Unkown
OpenAl GPT-4 42.4% 0.5 0.233 £0.007 0.197 £0.007 Unkown
OpenAl GPT-3.5 Turbo 39.7% £0.6  0.153 £0.008 0.226 £0.010 Unkown
Open-Source LLMs

Meta Llama 3 8B Chat 41.1% 0.3 0.120 £0.005 -0.001 £0.006 8B
Mixtral-8x22B Instruct vO.1  38.1% £0.3  0.360 £0.004 0.418 £0.002 8x22B
Meta Llama 3 70B Chat 36.2% +0.3  0.239 £0.003 0.444 +0.010 70B
Mixtral-8x7B Instruct v0.1 35.9% +0.3 0.187 £0.011 0.303 £0.005 8x7B
Mistral 7B Instruct v0.3 35.0% £0.0 0.235 £0.000 0.423 £0.000 7B
Google Gemma Instruct 2B 33.9% £0.0 0.062 £0.000 0.010 £0.000 2B
Google Gemma Instruct 7B 33.4% £0.3  0.049 £0.009 0.305 £0.005 7B
Baselines

RoBERTa 53.7%

Non-expert humans 36.2%



Limitations



GPT-3.5

Average predicted confidence level
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Future work
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